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WHY LIVE VIDEO?
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. Live video is the fastest growing traffic over the Internet
- 20% of all video traffic by 2022. 15-fold increase from 2017

https:/ /www.cisco.com/c/en/us/solutions/collateral /service-provider/visual-networking-index-vni/white-paper-c11-741490.html
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Flash-crowds and mega-events are challenging and expensive to handle for
Internet Service Providers (ISPs) and Content Delivery Networks (CDN).
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c OUR CONTRIBUTIONS

An SDN-based Internet architecture to:

- Enable network-layer multicast for inter-domain live streaming
- deliver adaptive bitrate video to clients

An optimization problem to:
- Maximize users’ perceived video quality
- Minimize the utilization of ISP’s network
- Respect device, ISP and CDN operation constraints
- Real-time guided optimization for practical deployment

Addressing design challenges of:
- Switching client bitrates smoothly
- Synchronizing various architectural components

An emulated prototype implementation with:
- Multiple videos encoded at multiple bitrates
- Large number of video clients
- Real-world network topologies and scenarios
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INTERNET SERVICE PROVIDER’S DOMAIN

ARCHITECTURE QVERVIEW

. Software Defined Network (SDN) based architecture:

- Utilizes the global view and centralized control of SDN

Device Aware Network-Assisted Optimal Streaming (DANOS) service
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<+ APPLICATION PLANE

INTERNET SERVICE PROVIDER’S DOMAIN

6 Interfaces with Danos CDN Agent using east-westbound interface and
panos 1sp agent  orchestrates multicast operations using northbound interface

ﬂj‘ Runs an optimization model periodically or based on events and
OPTIMIZATION - 1
FRAMEWORK reconfigures the network paths to improve the system utility
é Authentication, Authorization and Accounting
AAA

CONTENT DELIVERY NETWORK’S DOMAIN

Implements policies to determine whether/when a stream should be served
paNos cpN agent  as unicast or multicast and interfaces with Danos ISP Agent

é Authentication, Authorization and Accounting
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CONTROL PLANE
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INTERNET SERVICE PROVIDER’S DOMAIN

DANOS Gathers and stores the information provided by CDN and
DATABASE collected by different SDN modules

BITRATE Finds the best or the highest bitrate that a new user can support
SELECTOR

pANos FLow Installs forwarding rules on forwarding nodes and transparency
MANAGER rules on egress switches

TRANS- Provides trans-rating services to a CDN to further reduce the cost
RATER of serving multiple bitrates per video

CONTENT DELIVERY NETWORK’S DOMAIN

& DANOS REQUEST  [dentifies the client’s ISP network
CLASSIFIER

@ ROUTING
oo o9 MODULE
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DATA PLANE
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INTERNET SERVICE PROVIDER’S DOMAIN

S

m A network of SDN-enabled forwarding nodes (switches)

-—t T
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Standard UDP-based live video clients with varying device
capabilities and a minor consideration at the application layer

CONTENT DELIVERY NETWORK’S DOMAIN

m A network of forwarding nodes, preferably SDN-enabled

Live streaming servers with an API to communicate with
Danos CDN Agent
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OPTIMIZATION MODEL
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<+ REAL-TIME GUIDED OPTIMIZATION

Maximize Cumulative bit-rate based system utility for all user groups
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<] EXAMPLE: SESSION INITIATION
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EXAMPLE: ADDING CLIENT
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<+ DESIGN: SYNCHRONIZING FLOW ENTRIES
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- DESIGN: SMOOTH SWITCHING

Client receives I
only 1 Mbps
: Client receives both 1 Mbps and 2 Mbps :

I Client receives
only 2 Mbps

‘ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ

Extra network queue lengths required to enable the smooth switch-over process
should be considered by ISPs when planning the network topology
—~L
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a EXPERIMENTAL EVALUATION

. Large-scale emulation with real videos served at multiple bitrates

KREONET South Korea

. Comparison with mCast [1]: | Sep 2006
- network-layer multicast but no explicit congestion handling '

. Two realistic scenarios:
- Flash crowds: Multiple clients joining in a short duration
- Cross-traffic: Due to unicast users

. ISP Topologies from Topology Zoo database
- Mesh: 25 switches
- Star: 13 switches

. Performance metrics:
- Percentage of lost frames
- Average goodput: Completely received GOPs
- Probability Mass function (PMF) of user bitrates
- Signaling messages between SDN controller
and switches

ATT North America

[1]: A. Khalid et al., “mCast: An SDN-Based Resource-Efficient Live Video Streaming Architecture with ISP-CDN Collaboration”, LCN 2017

& UCC e Sfl

Foundation

University Coll Cork, Ireland
Coléiste na hOllscoll Carcaigh 19-dune-19 MMSys 2019: Danos 14 Ireland For what's nexi




a PROTOTYPE IMPLEMENTATION
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500 Live Video Clients

Prototype implementation of Danos over an emulated test-bed
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RESULTS: FLASH-CROWD SCENARIO
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<+ RESULTS: PMF OF FLASH-CROWD

- Increases the number of users receiving high bitrates (5% to 30%), or
- Reduces the bitrates ot clients affected by congestion in the network

[ 4
[. Our approach:
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9 SUMMARY
MISL

Rapid increase in popularity of live video streaming
creates challenges for ISPs and CDNs

[P multicast can improve network efficiency but does
not work across domains

We maximize user experience while minimizing

network load and considering device capabilities

We implement a prototype to show the feasibility,
scalability and efticacy of our proposal
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