
Abstract  - Many applications in wireless sensor networks
require an absolute predictable network behaviour under
all possible traffic and routing conditions. This requires
network dimensioning with respect to crucial parameters
such as energy usage, message delay and buffer require-
ments. Network calculus provides a method set that can be
used to prove that all possible traffic conditions under a
given routing-implied topology can be supported. As it is
often impossible to fix the routing topology before or even
during the operation of a sensor network, an uncertainty
arises with which network calculus cannot deal directly. In
this paper, we make two contributions: 1) We demonstrate
how to apply network calculus in a fixed sensor network
topology. 2) We show how to incorporate topology uncer-
tainty into these calculations.
Index Terms - sensor networks, network calculus, network
dimensioning, routing topology.

I. INTRODUCTION

A. Motivation
Application areas for wireless sensor networks might be for

example production surveillance, traffic management, medical
care or military applications. In these areas it is crucial to
ensure that the sensor network is functioning even in a worst
case scenario. Here, functioning often means that critical infor-
mation is neither lost nor delayed beyond a certain bound. If a
sensor network is used for example for production surveillance
it must be ensured that messages indicating a dangerous condi-
tion are not dropped or excessively delayed since otherwise
serious consequences as for example a machine breakdown
may occur. Hence, if functionality in worst case scenarios can-
not be proven, people might be in danger and the production
system might not be certified by authorities.

As it may be difficult or even impossible to systematically
generate the worst case in a real world test scenario or even in a
simulation an analytical framework is desirable that allows a
worst case analysis in sensor networks. Network calculus [1] is
a relatively new tool that allows worst case analysis of packet-
switched communication networks and has been applied to
model wired IP-based networks [2]. However, network calcu-
lus is general enough such that it can also be tailored to be used
as a framework to analyze wireless sensor networks with a
fixed topology as it is shown later in the text.

For many application areas of sensor networks it is not clear
what the routing-implied network topology will look like

before or even during the network is deployed. In this paper,
the influence of this topology uncertainty during the planning
and dimensioning of wireless sensor networks is analyzed.
This approach allows to dimension a sensor network and its
nodes in a way that correct network operation, even under
worst case conditions and uncertainty of the network topology,
can be ensured.
B. Problem Scope

As nodes in a sensor network are power constrained, methods
to reduce power consumption are essential. One heavily used
method is the usage of radio duty cycles [3], [4]. The trans-
ceiver system is periodically set into a sleep state in which
energy is saved but communication cannot take place. Thus,
each node delays messages while forwarding them according
to the used duty cycle and its traffic load. This message delay
may be a critical factor in a sensor network that has to be con-
trolled. Obviously, it can be traded for energy consumption.
Additionally, the message delay has an influence on the buffer/
memory requirements of a node as messages have to be stored
before they can be forwarded.

The aforementioned sensor network parameters duty cycle,
message transfer delay and buffer requirements can be investi-
gated analytically using a network calculus approach (see next
section). The results of the calculation can then be used to
dimension the sensor network and its nodes so that support for
worst case traffic scenarios can be guaranteed.

However, it is necessary to assume, besides other factors, a
specific network topology before network calculus can be
applied. This might be difficult in many application scenarios
as the exact routing topology often cannot even roughly be
known beforehand. As a very obvious example imagine that
the sensor nodes are dropped from a plane. Nevertheless, some
parameters restricting the resulting topology might be known.
The number of nodes in a sensor field or the maximum hop-
distance in the field might be examples for such restricting fac-
tors. In particular, such restrictions might be enforced by care-
ful topology control of the sensor network, as for example in
[5]. While our proposal does not depend on such restrictions it
will be discussed how much a worst case dimensioning can
benefit from such prerequisites.
C. Outline

In the following section it is shown how network calculus can
be tailored so that a worst case analysis of the relevant quanti-
ties in sensor networks is possible under a given fixed topol-
ogy. In Section III the frequent case of uncertainty about the
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topology of a sensor network during its planning is investi-
gated and the concept of worst case topologies is incorporated
into sensor network calculus. Section IV provides some numer-
ical results and Section V reviews related work before in Sec-
tion VI the paper is concluded.

II. SENSOR NETWORK CALCULUS
Before the network calculus based system model of wireless

sensor networks is presented we provide a short overview on
the relevant results from basic network calculus (for an in-
depth treatment consult the excellent text by Le Boudec and
Thiran [1]).
A. Some Background on Network Calculus

Network calculus can be interpreted as a system theory for
deterministic queueing systems, based on min-plus algebra.
What makes it different from traditional queueing theory is that
it is concerned with worst case rather than average case or
equilibrium behavior. It thus deals with bounding processes
called arrival and service curves rather than arrival and depar-
ture processes themselves. Next some basic definitions and
notations are provided before some basic results from network
calculus are summarized.
Definition:  The input function  of an arrival process is the
number of bits that arrive in the interval [0,t]. In particular,

 and  is wide-sense increasing. 
Definition:  The output function  of a system S is the
number of bits that have left S in the interval [0,t]. In particular,

 and  is wide-sense increasing.
Definition:  Min-Plus Convolution. Let f and g be wide-sense
increasing and . Then their convolution
under min-plus algebra is defined as

Definition:  Min-Plus Deconvolution. Let f and g be wide-
sense increasing and . Then their deconvolu-
tion under min-plus algebra is defined as

Now, by means of the min-plus convolution, the arrival and
service curve are defined.
Definition:  Arrival Curve. Let α be a wide-sense increasing
function α such that  for t < 0. α is an arrival curve
for an input function R iff . It is also said that R is α-
smooth or R is constrained by α.
Definition:  Service Curve. Consider a system S and a flow
through S with R and Ro. S offers a service curve β to the flow
iff β is wide-sense increasing and .

From these, it is now possible to capture the major worst
case properties for data flows: maximum delay and maximum
backlog. These are stated in the following theorems.
Theorem 1: Backlog Bound. Let a flow R(t), constrained by an
arrival curve α, traverse a system S that offers a service curve
β. The backlog x(t) for all t satisfies: 

(1)

Theorem 2: Delay Bound. Assume a flow R(t) constrained by
arrival curve α traverses a system S that offers a service curve
β. At any time t, the virtual delay d(t) satisfies:

(2)
As a system theory network calculus offers further results, in

particular a bound on the output when traversing a single node.
Theorem 3: Output Bound. Assume a flow R(t) constrained by
arrival curve α traverses a system S that offers a service curve
β. Then the output function  is constrained by

(3)
Theorem 4: Concatenation of Nodes. Assume a flow R(t)
traverses systems S1 and S2 in sequence where S1 offers service
curve β1 and S2 offers β2. Then the resulting system S, defined
by the concatenation of the two systems offers the following
service curve to the flow:

(4)

B. Sensor Network System Model
Within the traffic that is modeled only the sensor reports are

taken into account. Traffic generated from the base station
towards the nodes (e.g. interests [6] to set up the network struc-
ture and configure the nodes) is explicitly not taken into
account. This is considered feasible based on the typical situa-
tion that the traffic flowing towards the sensors is magnitudes
lower than traffic caused by the sensing events. Furthermore, it
is assumed that the routing protocol being used forms a sink
tree towards a base station (see Fig. 1).

Each sensor node i senses its environment and thus is exposed
to an input function Ri corresponding to its sensed input traffic.
If sensor node i is not a leaf node of the tree then it also
receives sensed data from all of its child nodes

, where ni is the number of child
nodes of sensor node i. Sensor node i forwards/processes its
input which results in an output function  from node i
towards its parent node (see Fig. 1).

Now the basic network calculus components, arrival and ser-
vice curve, have to be incorporated. First the arrival curve 
of each sensor node in the field has to be derived. The input of
each sensor node in the field, taking into account its sensed
input and its children’s input, is given by:
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Figure 1 - Sensor Network Model.
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(5)

Thus, the arrival curve for the total input function for sensor
node i is given by:

(6)

Second, the service curve has to be specified. The service
curve depends on the way packets are scheduled in a sensor
node which mainly depends on link layer characteristics. More
specific, the service curve depends on how the duty cycle and
therefore the energy-efficiency goals are set.

Finally, the output of sensor node i, i.e. the traffic which it
forwards to its parent in the tree, is constrained by the follow-
ing arrival curve:

(7)

In order to calculate network-wide characteristics like the
maximum message transfer delay or local buffer requirements
especially at the most challenged sensor node just below the
sink (which is called node 1 from now on) an iterative proce-
dure to calculate the network internal flows is required:
1) Let us assume that arrival curves for the sensed input 

and service curves  for sensor node i, i = 1,...,N, are
given.

2) For all leaf nodes the output bound  can be calculated
according to (3). Each leaf node is marked “calculated”.

3) Now, for all nodes only having children which are marked
“calculated” the output bound  can be calculated accord-
ing to (7) and they can again be marked “calculated”.

4) If node 1 is “calculated” terminate, otherwise go to step 3.
After the network internal flows are computed according to

this procedure, the local worst case buffer requirements Bi and
per node delay bounds Di for each sensor node i can be calcu-
lated according to Theorem 1 and 2:

(8)

(9)

To compute the total message transfer delay  for a given
sensor node i the per node delay bounds on the path P(i) to the
sink need to be added:

(10)

The maximum message transfer delay in the sensor network
can straightforwardly be calculated as

(11)

Discussion. Readers knowledgeable in network calculus may
wonder about the hop-by-hop calculation of the total delay as
specified in (11) and whether it would not be possible to derive
a network-wide service curve based on the concatenation result
of Theorem 4. While due to the traffic aggregation inside the
network the concatenation result cannot be applied directly,

there is in fact a way to still derive a network-wide service
curve based on modified service curves that take into account
the effects of cross-traffic on a data flow [1]. However, the
bounds achieved in this way are not necessarily lower (whether
they are or are not depends on the actual parameters of arrival
and service curves). Furthermore, we believe that the hop-by-
hop calculation will lend itself better towards integrating in-
network processing into future, more elaborate extensions of
the model.

Often, sensor network applications may regard message
transfer delay only as a constraint and primarily care about
maximizing their lifetime. The length of the duty cycle, and
thus the energy consumption properties of the sensor nodes, are
incorporated into the service curve as will be discussed in Sec-
tion II.D. Hence, instead of calculating delay bounds and
buffer requirements as described above, the calculations could
also start with a given delay/buffer requirement and work out
the length of the duty cycle and thus the power consumption
level. 

In summary, the sensor network calculus framework allows
from a worst case perspective to relate the local characteristics
sensing activity and buffer requirements to the global charac-
teristics message transfer delay and network lifetime.
C. Instantiation of the Arrival Curve

Now a specific arrival curve for the sensing input at each of
the sensor nodes has to be selected. The simplest option in
bounding the sensing input at a given sensor node is based on
its maximum sensing rate which is either due to the way the
sensing unit is designed or limited to a certain value by the sen-
sor network application’s task in observing a certain phenome-
non. The arrival curve for a sensor node i corresponding to
simply putting a bound on the maximum sensing rate is given
by

(12)

Here  denotes an affine function with slope p and b as y-
axis intercept. 

The set of sensible arrival curve candidates is large. The more
knowledge on the sensing operation and its characteristics is
incorporated into the arrival curve for the sensing input the bet-
ter the worst case bounds become. We consider it a strength of
the sensor network calculus framework that it is open with
respect to arbitrary arrival curves.
D. Instantiation of the Service Curve

The service curve captures the characteristics with which sen-
sor data is forwarded by the sensor nodes towards the sink. It
abstracts from the specifics of the link layer and makes a state-
ment on the minimum service that can be assumed.

A typical and well known example of a service curve from
traditional traffic control in a packet-switched network is given
by the Rate-Latency Service Curve

(13)
where the notation  denotes x if  and 0 otherwise.

This service curve results from the use of many popular packet
schedulers (for example Weighted Fair Queueing (WFQ) [7]).
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The latency term nicely captures the worst case characteristics
induced by the usage of a duty cycle concept. Whenever the
duty cycle approach is applied there is the chance that sensed
data or data to be forwarded arrives after the last duty cycle of
the next hop is just over and thus a fixed latency occurs until
the forwarding capacity is available again. For the forwarding
capacity it is assumed that it can be lower bounded by a fixed
rate which depends on transceiver speed, the chosen link layer
protocol and again the duty cycle. So, with some new parame-
ters the following service curve at sensor node i is obtained:

(14)

Here fi and li denote the forwarding rate and latency for node
i. The latency li corresponds to the length of the sleep period
for the chosen duty cycle and the forwarding rate fi to the link
capacity times the duty cycle.

III. INCORPORATING UNCERTAINTY ON THE SENSOR 
NETWORK ROUTING TOPOLOGY

In sensor network dimensioning an uncertainty exists, not
only due to traffic and service variation but potentially also
with respect to the topology. The topology may not be known
at the time of dimensioning the network and can only be
assumed to be random. Nevertheless, the influence of the
topology needs to be factored in due to the burstiness increase
phenomenon resulting from Theorem 3 and the per-hop delay
calculation. 

One straightforward idea would be to enumerate all possible
topologies and analyze them to find the worst case topology
that may be encountered and on which the dimensioning
should be based to be on the safe side. If no constraints on the
topology besides being a tree are given, a large number of pos-
sible topologies is obtained. In particular it is known that the
number of non-isomorphic rooted trees TN can be calculated
from the recurrence relation [8]:

 with T0 = T1 = 1 (15)

Here the notation  means all d which divide i. As shown
by Otter [9] the ratio between two subsequent elements of the
series TN is constant in the limiting case

(16)

with α known as Otter constant. That means in effect that
roughly , i.e. the number of non-isomorphic trees
consisting of N nodes increases exponentially. To enumerate
and evaluate all possible topologies is therefore computation-
ally very expensive for larger numbers of sensor nodes without
putting further constraints on the routing topology.

In fact, often in practical cases restrictions on possible topolo-
gies can be made, in particular the depth of the resulting tree
and the number of children per node may be limited, which, of
course, decreases the search space. Placing a constraint on the
number of children a node may have, is not very effective in

reducing the search space, though, as again Otter [9] deter-
mined the number of binary trees to be

(17)
which still exhibits an exponential growth with larger number

of sensor nodes. Also restricting the depth of the tree is not too
promising if it cannot be kept at a very low number compared
to the total number of sensor nodes N, since most of the possi-
ble trees can be expected at medium depths.

A more promising line of thought for large sensor networks is
to put some effort into which topologies are candidates to
exhibit the worst case behavior. In the context of this paper a
topology is a worst case topology if it has either

• the highest buffer requirements at node 1,
• the highest message transfer delay, or
• the shortest network lifetime.

As is shown below (for a limited case, though) these three cri-
teria often coincide. It is pretty intuitive that a line topology
(the tree with N-1 edges) is often a candidate as worst case
topology for all of the above metrics, since it maximizes the
effect of burstiness increase as the sensed data travels towards
the sink. However, in general this cannot be assumed, but
depends on the specifics of the examined sensor network sce-
nario, in particular on the arrival and service curves being cho-
sen. For example, matters can become complicated if
homogeneity of the sensor nodes is not assumed. Yet, in many
practical cases, a worst case topology might be deduced for
given arrival and service curves by inspection. 

As a worst case topology might again lead to extremely con-
servative bounds, it may be very helpful to incorporate realistic
constraints on maximum depth and outdegree as mentioned
above. Under this assumption and under the selection of arrival
and service curves from Section II a fairly general observation
on worst case topologies can be made.
Definition:  (o,d)-Constrained Tree. A tree is (o,d)-constrained
if all of its nodes have an outdegree of less than o and none is
more than d edges away from the root.
Definition:  Maximally Deep (o,d)-Constrained Tree. A tree
with N nodes is a maximally deep (o,d)-constrained tree if it is
(o,d)-constrained and the sum of distances from each node to

the sink  is maximal (di denotes the number of edges

from node i to the root), i.e. there is no other (o,d)-constrained
tree with a larger sum of distances.
Theorem 5: In a homogeneous sensor network of N nodes with
a maximum sensing rate arrival curve γp,0 and a rate-latency
service curve βf,l and an (o,d)-constraint on the network topol-
ogy a sensor network topology which puts as many nodes as
possible below node 1 and has a maximally deep (o,d)-con-
strained tree below node 1 constitutes a worst case topology.
Proof: The proof is based on the observation that the worst
case topology is the one that maximizes the arrival curve at
node 1 of the sensor network, as this results in the worst case
buffer requirements (and maximum message transfer delay as
well as the shortest network lifetime). Each sensor node i
below node 1 contributes to the arrival curve at node 1 in the
following way
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(18)

This can be easily checked by calculating the influence of sen-
sor node i hop by hop towards the sink:

(19)

whereas without sensor node i injecting traffic (but still for-
warding) the following would be obtained

(20)

Here, the constants a, b and c, d represent the influence of fur-
ther traffic converging at node i and its parent, respectively. If
it is assumed that the maximum possible number of nodes that
can be put below node 1 is denoted by  (which may often be
equal to N-1 depending on the constraint d) the arrival curve at
node 1 is given by (assuming without loss of generality that the
sensor nodes are numbered adequately)

(21)

which is clearly maximized if the tree below node is a maxi-
mally deep (o,d)-constrained tree.

Note that maximally deep (o,d)-constrained trees are easy to
construct by recursively putting nodes as deep as possible in
the tree before creating new branching points.

Certainly, Theorem 5 is only a special case and to obtain a
general result would be much more complex but 1) we believe
it to be of some value as a typical scenario and 2) it demon-
strates what is meant by finding the worst case topology by
inspection.

IV. NUMERICAL RESULTS
The numerical results in this section shall illustrate the

abstract discussion on worst case topologies of Section III.
A. Experimental Design

The measures of interest when making dimensioning deci-
sions for a sensor network and thus the response variable of the
investigation are the message transfer delay, the required buffer
size at node 1 (and in homogeneous sensor networks thus of all
nodes), and the sensor network lifetime.

The major factors affecting the response variables are the
topological constraints, the forwarding characteristics gov-
erned by the chosen duty cycle, the number of nodes in the
field and the sensing activity. The latter two factors are consid-
ered secondary in the following investigation and thus are

fixed: the number of nodes for all experiments is assumed to be
N = 1000 nodes and the maximum sensing rate is  chosen as
P = 0.258 bit/s which roughly corresponds to sending a packet
every 18 minutes, which for some of the examined scenarios is
the highest possible sensing rate. The topological constraints
and the forwarding characteristics are considered primary fac-
tors and their influence on the response variables shall be
examined. In particular, with respect to the forwarding charac-
teristics Mica-2 nodes [4] under TinyOS are assumed as state-
of-the-art sensors. Mica-2 supports a nominal link speed of
19.2 kbit/s and is assumed to be operated with duty cycles of
1% and 11.5%1 which implies forwarding rates/latencies of
f = 258 bit/s / l = 1.096 ms and f = 2488 bit/s / l = 0.096 ms,
respectively.
B. Results and Discussion

The results of the experiments are presented in Fig. 2 and Fig.
3. Fig. 2 shows the effect of the primary factors topological
constraints and forwarding characteristics on the message
transfer delay. In particular, the constraint on the depth of the
tree topology is varied from d = 5 to d = 50 (on the x-axis) and
the constraint on the outdegree o is chosen from the set
{2,5,10} (different curves). Furthermore, the different forward-
ing characteristics resulting from the two different duty cycles
of 1% and 11.5% are provided by the two groups of curves. For
the buffer requirements at node 1 essentially the same type of
graph is provided in Fig. 3. Note that for both graphs a loga-
rithmic scale on the y-axis is chosen in order to be able to show
both groups of curves corresponding to the different duty
cycles in one graph. 

From Fig. 3 some observations on the effect of the primary
factors on the maximum buffer requirements can be made. It is
obvious that the possible depth d of the topology has a strong
effect on the maximum buffer requirements (note again that the
y-axis uses a logarithmic scale). This effect is particularly
strong for very low d and decreases as d increases. Hence to
achieve low bounds on the required buffer space in sensor
nodes it is very important to be able to make a fairly strict
restriction on the possible depth of the tree topology.

The other topological constraint on the possible outdegree o
has less influence than d but is considerable if d is fairly low
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36byte, the preamble length for 1% duty cycle is 2654Byte.

Figure 2 - Maximum Transfer Delay
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whereas for larger d it hardly influences the maximum buffer
requirements. Therefore, only if a good constraint on the depth
of the topology is possible a sensor network design must take
care of the outdegree constraint.

The duty cycle obviously has a very strong influence. The
lower duty cycle of 1% achieves a maximum buffer require-
ment of one order of magnitude lower than for a duty cycle of
11.5% for almost all d. Of course, on the other hand the net-
work lifetime is decreased by roughly one order of magnitude
for the higher duty cycle as well. So, from a sensor network
design perspective a trade-off between memory equipment and
network lifetime has to be made here.

The effects of the primary factors on the message transfer
delay are illustrated in Fig. 2. Essentially, the observations that
can be made are very much the same as for the maximum
buffer requirements. The only thing that is remarkable in addi-
tion, is the effect of the duty cycle on the message transfer
delay. Here the lower duty cycle results in a roughly two orders
of magnitude higher delay than for the larger duty cycle. Inter-
estingly, a duty cycle one order of magnitude larger thus results
in a two orders of magnitude reduction of the message transfer
delay. So, from the perspective of message transfer delay there
is a strong incentive to have a higher duty cycle.

V. RELATED WORK
Much research in wireless sensor networks deals with the

problem of assessing characteristic parameters (e.g. message
transfer delay, buffer requirements, network lifetime) of a wire-
less sensor network with a given, or enforced routing topology
(e.g [10], [11]). However, to our knowlede none of these ana-
lyze the theoretical worst case as we are addressing it with our
network calculus based approach. Yet, for a safe network
dimensioning we consider the worst case to have a high signif-
icance. Furthermore, we incorporate uncertainty on the routing
topology in a generic way such that we can leverage a tightly
controlled routing topology but do not depend on it in general
as the aformentioned research work.

To our knowledge only one publication [12] exists in the con-
text of wireless sensor networks that uses network calculus as
analytical tool. The latter paper deals with the very different
problem of developing a theoretically sound congestion control

in distributed sensor networks. The authors make some basic
observations on their flow controller using network calculus
but do not consider actually modelling the sensor network
itself using network calculus which has been the goal of the
paper at hand.

VI. CONCLUSION AND OUTLOOK
An analytical framework based on network calculus to

dimension sensor networks has been presented. This sensor
network calculus approach allows dimensioning of sensor net-
works in a way such that correct network operation, even under
worst case conditions and uncertainty of the routing topology
can be ensured. It has been demonstrated how the various
trade-offs and interdependencies between node power con-
sumption, node buffer requirements and message transfer delay
can be described using the sensor network calculus framework.
Especially it has been shown how the sensor network calculus
can be used if the topology is unknown at the time when the
network is dimensioned.

Sensor networks will be used in the future for critical applica-
tions. In this case the sensor network must be properly dimen-
sioned for all, even worst case, scenarios to ensure continuous
and safe operation. We believe the sensor network calculus
framework has the potential to become such a proper dimen-
sioning methodology for wireless sensor networks.
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Figure 3 - Maximum Buffer Requirements
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