Global comparison of light use efficiency models for simulating terrestrial vegetation gross primary production based on the LaThuile database
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A B S T R A C T

Simulating gross primary productivity (GPP) of terrestrial ecosystems has been a major challenge in quantifying the global carbon cycle. Many different light use efficiency (LUE) models have been developed recently, but our understanding of the relative merits of different models remains limited. Using CO2 flux measurements from multiple eddy covariance sites, we here compared and assessed major algorithms and performance of seven LUE models (CASA, CFix, CFlux, EC–LUE, MODIS, VPM and VPRM). Comparison between simulated GPP and estimated GPP from flux measurements showed that model performance differed substantially among ecosystem types. In general, most models performed better in capturing the temporal changes and magnitude of GPP in deciduous broadleaf forests and mixed forests than in...
even green broadleaf forests and shrublands. Six of the seven LUE models significantly underestimated GPP during cloudy days because the impacts of diffuse radiation on light use efficiency were ignored in the models. CFlux and EC-LUE exhibited the lowest root mean square error among all models at 80% and 75% of the sites, respectively. Moreover, these two models showed better performance than others in simulating interannual variability of GPP. Two pairwise comparisons revealed that the seven models differed substantially in algorithms describing the environmental regulations, particularly water stress, on GPP. This analysis highlights the need to improve representation of the impacts of diffuse radiation and water stress in the LUE models.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Terrestrial gross primary productivity (GPP), about 20 times greater than the amount of carbon originating from anthropogenic source, is the largest component flux of the global carbon cycles (Canadell et al., 2007). Terrestrial GPP also provides important societal services through provision of food, fiber and energy. Regular monitoring of terrestrial GPP is therefore required to understand and assess dynamics in the global carbon cycle, forecast future climate, and ensure long term security of the services provided by terrestrial ecosystems (Bunn and Goetz, 2006; Schimel, 2007).

Numerous ecosystem models have been developed and widely used for quantifying the spatial-temporal variations in GPP. However, there exist substantial disagreement in the estimated magnitude and spatial distribution of GPP at regional and global scales using different ecosystem models. Previous comparison of 16 dynamic global vegetation models indicated that the lowest estimate of global net primary production (NPP) (39.9 Pg C yr$^{-1}$) was ~50% smaller than the maximum estimate (80.5 Pg C yr$^{-1}$) (Cramer et al., 1999). A recent study, comparing 17 models against observations from 36 North American flux towers, showed that none of the models consistently reproduced the interannual variability of GPP estimated from eddy covariance measurements within the measurement uncertainty (Keenan et al., 2012), and these models had very poor skill at the magnitude and temporal variations of GPP (Raczka et al., 2013).

In general, light use efficiency (LUE) models are not designed to predict future GPP because of the direct use of satellite data that are only available historically. However, LUE models may have the largest potential to adequately address the spatial and temporal dynamics of GPP because they take advantage of extensive satellite observations. Independently or as a part of integrated ecosystem models, the LUE approach has been used to estimate GPP and NPP at various spatial and temporal scales (Potter et al., 1993; Prince and Gowdary, 1995; Landsberg and Waring, 1997; Law et al., 2000; Coops et al., 2005). Some studies have evaluated LUE models at regional and global scales in major ecosystem types (Potter et al., 1993; Turner et al., 2006; Huntzinger et al., 2012; Yuan et al., 2012; Raczka et al., 2013; Cai et al., 2014).

LUE models are often developed based on particular assumptions with the processes controlling vegetation production formulated in different ways and diverse complexity. Each LUE model is a combination of equations describing environmental regulations of GPP (Beer et al., 2010). Recent studies have shown large model variations among different LUE models. For example, GPP estimates of North America from several satellite-based models varied considerably from 12.2 and 18.7 Pg C yr$^{-1}$ (Huntzinger et al., 2012). Individual model validations are however not sufficient to identify the sources of the wide range of model differences. A rigorous comparison must be conducted in a standardized framework with consistent validation datasets and driving variables. In order to generate more robust estimates of vegetation production dynamics, it is necessary to compare estimates from a variety of LUE models and compare them against consistent and extensive measurements that are available (Running et al., 2004; Heinsch et al., 2006).

In this study, we evaluate how well seven satellite-based LUE models capture the spatial-temporal variations of GPP from the LaThuile FLUXNET dataset. The overarching goals of this study are: (1) examine model performance across a network of flux sites, and (2) assess the importance of temperature and water stress in the seven LUE models.

2. Model and data

2.1. Light use efficiency model

The LUE model is built on two fundamental assumptions (Running et al., 2004): (1) ecosystem GPP is directly related to absorbed photosynthetically active radiation (APAR) through LUE, where LUE is defined as the amount of carbon produced per unit of APAR, and (2) LUE may be reduced below its theoretical potential value by environmental stresses such as low temperature or water shortage (Landsberg, 1986). The general form of the LUE model is:

$$\text{GPP} = \text{PAR} \times \text{fPAR} \times \text{LUE}_{\text{max}} \times f(T_s, W_s, \ldots)$$

where PAR is the incident photosynthetically active radiation (MJ m$^{-2}$) per time period (e.g., day or month), fPAR is the fraction of PAR absorbed by the vegetation canopy (APAR), LUE$\text{max}$ is the potential LUE (g C m$^{-2}$ M$^{-1}$) APAR without environment stress, $f$ is a scalar varying from 0 to 1 that represents the reduction of potential LUE under limiting environmental conditions, $T_s$ and $W_s$ are temperature and water downward regulation scalars, and the multiplication of LUE$\text{max}$ and $f$ is the actual LUE.

Seven LUE models were selected to conduct the global comparison of model performance, including CASA (Carnegie–Ames–Stanford Approach; Potter et al., 1993), CFix (Carbon Fix; Verostraete et al., 2002), CFlux (Carbon Flux; Turner et al., 2006; King et al., 2011), EC-LUE (Eddy Covariance-Light Use Efficiency; Yuan et al., 2007a, 2010; Li et al., 2013), MODIS-GPP (Moderate Resolution Imaging Spectroradiometer; Running et al., 2004), VPM (Vegetation Production Model; Xiao et al., 2004a) and VPRM model (Vegetation Production and Respiration Model; Mahadevan et al., 2008). Detailed model description and model operation can be found from the Supplemental Online Material (SOM).

2.2. Data and methods

We used the LaThuile FLUXNET dataset (http://www.fluxdata.org) to evaluate model performance. In total, 157 eddy covariance (EC) towers were included in this study covering six major terrestrial biomes: even green broadleaf forest (EBF, 14 sites), deciduous broadleaf forest (DBF, 25 sites), mixed forest (MIF, 9 sites), evergreen needleleaf forest (ENF, 62 sites), shrubland (SHR, 5 sites) and grassland (GRS, 42 sites) (Table S1 and Fig. S1). Detailed information on data processing and site
information (i.e., vegetation, climate and soils) are available at the LaThuile FLUXNET web site. Briefly, the gap-filling technique used was the method described in Reichstein et al. (2005) that exploits both the co-variation of fluxes with meteorological variables and the temporal autocorrelation of fluxes. The partitioning between GPP and terrestrial ecosystem respiration has been done according to the method proposed in Reichstein et al. (2005). Eddy covariance systems directly measure net ecosystem exchange (NEE) rather than GPP. In order to estimate GPP, it is necessary to estimate daytime respiration (Rd):

\[ \text{GPP} = R_d - \text{NEE}_d \]  

where \( \text{NEE}_d \) is daytime NEE. Daytime ecosystem respiration \( R_d \) is usually estimated by using daytime temperature and an equation describing the temperature dependence of respiration, which is subsequently developed from nighttime NEE measurements. Nighttime NEE represents nighttime respiration because plants do not photosynthesize at night. The following model (Lloyd and Taylor, 1994) was used to describe the effects of temperature on night-time NEE:

\[ \text{NEE}_{\text{night}} = R_{\text{ref}} \times e^{E_0 \times (1/T_{\text{ref}} - 1/T)} \]  

where \( \text{NEE}_{\text{night}} \) is night-time ecosystem respiration, \( T \) is average air temperature at night time. The regression parameter \( T_0 \) is kept constant at −46.02 °C as in Lloyd and Taylor (1994), and the reference temperature \( (T_{\text{ref}}) \) is set to 10 °C as in the original model. The parameters \( E_0 \) (activation energy) and \( R_{\text{ref}} \) (reference ecosystem respiration) were determined using nonlinear optimization. Eq. (3) and daytime temperature were subsequently used to estimate daytime respiration \( (R_d) \).

We examined model performance using calibrated parameter values at all sites. Fifty percent of the sites were selected to calibrate model parameters for each vegetation type, and the remaining 50% of the sites were used to validate the models. This parameterization process was repeated until all possible combinations of 50% sites were achieved for each vegetation type. The nonlinear regression procedure (Proc NLIN) in the Statistical Analysis System (SAS, SAS Institute Inc., Cary, NC, USA) was applied to optimize the model parameters using daily estimated GPP based on EC measurements. Mean calibrated parameter values, (Table 1), were used to simulate GPP at all sites.

In this study, we examined model performance in three ways: model’s ability in simulating daily GPP variations at all sites, model performance in capturing spatial variability of GPP, and model representation of the interannual variability of GPP. Two criteria were imposed during data screening. First, if >20% of the daily data for a given year were missing, all data from that year were indicated as missing and discarded. Second, a single site had to have a minimum of five years of GPP observations and simulations to be included in the evaluation of interannual variability. Based on these criteria, 51 sites consisting of 307 years of observations were included for examining the model performance on interannual variability of GPP (Table S1). We conducted the correlation analysis of annual mean GPP simulations and EC-GPP estimates at each site, and examined their correlations for all 51 sites. Moreover, standard deviation of annual GPP was used to indicate the magnitude of interannual variability. We analyzed the correlation of standard deviations of simulated GPP and those of the EC-GPP estimates to examine model’s ability on capturing the magnitude of variation.

In order to examine the performance of models under different cloudy cover conditions, a daily cloudiness index (CI), i.e., the ratio of daily PAR to potential PAR, was used to indicate cloud cover fraction. Days with CI < 0.3 were considered to be mostly cloudy, 0.3–0.6 as partly cloudy, and >0.6 as clear. Similarly, water stress, calculated from water stress scalars of the seven models using the following equations, was separated into three levels (i.e., high, normal and low) to facilitate a consistent comparison of simulated water stress among the seven models:

\[
\begin{align*}
\text{High water stress,} \quad W_s &< W_{s,\text{min}} + \frac{W_{s,\text{max}} - W_{s,\text{min}}}{3} \\
\text{Normal water stress,} \quad \left(W_{s,\text{max}} + \frac{W_{s,\text{max}} - W_{s,\text{min}}}{3}\right) \leq W_s \leq \left(W_{s,\text{min}} + \frac{2(W_{s,\text{max}} - W_{s,\text{min}})}{3}\right) \\
\text{Low water stress,} \quad W_s &> W_{s,\text{min}} + \frac{2(W_{s,\text{max}} - W_{s,\text{min}})}{3}
\end{align*}
\]

where \( W_{s,\text{min}} \) and \( W_{s,\text{max}} \) are the minimum and maximum values of \( W_s \) through the entire study period at each site.

Two pairwise comparisons were conducted on model components for investigating the differences of model structure. First, we identified the impacts of fPAR on GPP simulations by comparing two correlations:

(a) Correlation of simulated GPP among seven models;
(b) Correlation of simulated potential GPP (P(GPP)) assuming no environmental stress (i.e. \( \text{PAR} \times f\text{PAR} \times \text{LUE}_{\text{max}} \)).

Second, we diagnosed the primary environmental variables by performing pairwise comparison of:

(a) Correlation of temperature limited GPP (GPP_{\text{tem}}) (i.e. \( \text{PAR} \times f\text{PAR} \times \text{LUE}_{\text{max}} \times f(T_c) \));
(b) Correlation of water limited GPP (GPP_{\text{water}}) (i.e. \( \text{PAR} \times f\text{PAR} \times \text{LUE}_{\text{max}} \times f(W_s) \)).

2.3. Statistical analysis

Three metrics were used to evaluate the performance of the models, including Correlation coefficient of determination (R²), root mean square error (RMSE), and mean predictive error (Bias, difference between mean observations and simulations).

3. Results

3.1. Comparison of model performance

The seven LUE models showed substantial differences in model performance for simulating daily GPP variations among ecosystem types (Fig. 1). For the shrublands and evergreen broadleaf forests, all models showed low performance with low R² and high RMSE. The best model performance was observed in deciduous broadleaf forests. For a given vegetation type, model performance differed. Across all ecosystem types, CFlux and EC-LUE showed the highest R² and lowest RMSE when compared to the remaining five models (Fig. 1). Moreover, the CFlux and EC-LUE showed better performance than other five models at shrublands, deciduous broadleaf forests, evergreen needleleaf forests and grasslands. The CFlux and EC-LUE had lower RMSE than the mean RMSE of the seven models at 76% and 75% sites, respectively, and higher R² than the mean R² at 80% and 75% sites, respectively (Fig. 2).
Moreover, we investigated the performance of the seven models in reproducing site-averaged daily GPP. The EC-LUE model explained a larger portion ($R^2 = 0.55$) of the spatial GPP variation than other models (Fig. 3d). All models showed an overestimation of GPP in low GPP regions, and underestimation in high GPP regions (Fig. 3, S2). The predictive errors of the seven models were significantly correlated with the estimated GPP from EC measurements (Fig. 3, S2). However, it is apparent that the slopes of the EC-LUE
in the regression equation of predictive errors with estimated GPP from flux measurements were closer to zero, with lower $R^2$ (Fig. 3, S2).

All but the CFix model significantly underestimated GPP during cloudy days (Fig. 4). The mean predictive errors of the CFix model were 0.12 ± 1.74, 0.16 ± 1.59 and 0.17 ± 1.30 g C m$^{-2}$ day$^{-1}$ at clear, partly cloudy and mostly cloudy days, respectively, and the differences were not significantly different ($p = 0.05$) (Fig. 4c). One the other hand, the other six models showed significant performances between clear days and cloudy days. For example, the averaged predictive errors of the CASA model were about $-1.12 ± 1.30$ g C m$^{-2}$ day$^{-1}$ at the mostly cloudy days and $0.15 ± 1.91$ g C m$^{-2}$ day$^{-1}$ for clear days (Fig. 4a).

The ability to simulate interannual variability was investigated at 51 sites with more than five-year observations. Results indicated the seven LUE models performed poor in capturing the interannual variability of GPP. The mean values of correlation coefficient ($R^2$) of the simulated GPP and EC-GPP estimates ranged from 0.06 to 0.36 for all sites. The EC-LUE and CFix models showed the highest $R^2$ of 0.36 and 0.30 (Fig. 5c and d). At most sites, the slopes of regression relationship deviated from 1, and averaged slopes ranged from 0.19 to 0.56. The EC-LUE and CFix models had largest mean values of slope with 0.56 and 0.40, respectively (Fig. 5j and k). The correlation coefficient ($R^2$) of the standard deviations between simulated GPP and estimated GPP based on EC measurements through all sites ranged from 0.03 to 0.38, indicating a poor ability of the seven LUE models in identifying the magnitude of the interannual variability of GPP (Fig. 6). The EC-LUE showed the highest correlation coefficient of 0.38 (Fig. 6d).

### 3.2. Comparisons of model structure

The first pairwise comparison showed higher correlations of daily PGPP (i.e. PAR × fPAR × LUE$_{max}$) among the seven models compared with GPP simulations (Fig. 7). For example, the correlations of PGPP between the CASA model and the remaining six models ranged from 0.75 to 0.96. In contrast, correlations of GPP simulations ranged from 0.37 to 0.43 for the same comparison. Such a pairwise comparison of PGPP and GPP simulations can essentially indicate the contributions of fPAR and environment regulation scalars to the differences in GPP simulations. The results further suggest that the differences between models were due more to the response of the models to environmental stresses compared with the response of the models to fPAR.

The second pairwise comparison indicated that the model differences were predominantly driven by the way in which water stress was parameterized in the models compared to that of

![Fig. 2. Percentage of eddy covariance sites where (a) RMSE of individual model + RMSE of mean values of seven models and (b) $R^2$ of individual model + $R^2$ of mean values of seven models.](image)
temperature stress (Fig. 8). On average, the correlation of GPP_{vap} between two models was 0.80 ± 0.08, while the mean value of correlations of GPP_{water} was 0.65 ± 0.12.

We compared the ability of the seven models to simulate water stress by separating water stress conditions of each model into three levels: high, normal and low water stresses (see method section). Our results showed >50% of the study time the seven models did not identify the same level of water stress (Table 2). For example, on average, 65% water stress levels were inconsistent between the MODIS and EC-LUE models (Table 2). Our results also presented a large fraction of inconsistency in identifying low and high water stress conditions. Among the seven models, on average, >15% days were incorrectly identified between high and low water stresses (Table 2). Significant differences of model performance were found among the seven LUE models across the three water stress conditions (i.e. high, normal and low) (Fig. 9). Other than the CFix, VPRM and VPM, the remaining four models showed low $R^2$ at high water stress. For example, the CFix model explained ∼50 ± 25% of the variation in GPP estimated for wet conditions, but only explained 22 ± 15% of the variation in GPP during high water stress (Fig. 9). Finally, no consistent predictive errors were found under the different water stresses among the seven models. The CASA model tended to underestimate GPP while the CFix model showed overestimation of GPP in drought days (Fig. 9).

4. Discussion

4.1. Model performance

None of the model predictions in this study matched well with estimated GPP based on EC measurements for all vegetation types. On average, seven models explained 41–57% GPP variations over all study sites (Fig. 1). Two models (i.e. CFix and EC-LUE) achieved a slightly better performance, with higher model accuracy than the average levels of seven models over all sites (Fig. 2). Moreover, we found statistically significant differences in model performance within vegetation types. All of the seven models showed poor performance for the shrublands and evergreen broadleaf forests, and good performance for deciduous broadleaf forests and mixed forests. This conclusion was supported by a recent model evaluation, based on 17 models against observations from 36 North American flux towers, which reveal the models perform the best for deciduous broadleaf sites, but not well for evergreen sites (Raczka et al., 2013). Few studies investigated the model performance difference at different vegetation types. In general, deciduous broadleaf forests demonstrate distinct seasonal dynamics of leaf phenology (leaf emergence, leaf senescence and leaf fall), and satellite data can accurately capture the phenology change. Moreover, dominating factors of vegetation production can be explicitly identified at different phenology periods (Yuan et al., 2014).
Fig. 5. Site percentage of correlation coefficients ($R^2$) and slopes of regression relationships between simulated and observed interannual variability of GPP. Mean and Std in the figures indicate the mean value and standard deviation of $R^2$ and slope at all 51 sites.

Fig. 6. Correlation between site-averaged standard deviations of simulated GPP and estimated GPP based on eddy covariance measurements. The long dash lines are 1:1 lines and the solid line are linear regression lines.
which is beneficial to LUE models. On the contrary, evergreen broadleaf forest reveals subtle changes in the seasonal leaf phenology, and various environment factors jointly determine plant photosynthesis, which increase the difficulty in modeling (Xiao et al., 2004a).

The results revealed the difficulty in modeling interannual variability of GPP, as the seven models only explained 6–36% interannual variability of GPP (Fig. 5). Previous studies have revealed a large uncertainty among LUE models. For example, a model comparison, which assessed the performance of 16 terrestrial biosphere models and 3 remote sensing products at 11 forested sites in North America, found that none of the models consistently reproduced the observed interannual variability (Keenan et al., 2012). Possible causes of the errors for modeling spatial and temporal variations of GPP include: (1) LUE models do not completely integrate the environmental regulations to vegetation production; (2) any errors in
Fig. 8. Comparison of coefficient of determination ($R^2$) of actual light energy use only considering temperature stress (GPP$_{\text{temp}}$, black bars) and water stress (GPP$_{\text{water}}$, white bars) among LUE modes.

Table 2
Comparison of water stress levels calculated by seven LUE models.

<table>
<thead>
<tr>
<th></th>
<th>CASA</th>
<th>CFix</th>
<th>CFLux</th>
<th>EC-LUE</th>
<th>MODIS</th>
<th>VPRM/VPM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASA</td>
<td>–</td>
<td>38 ± 12%</td>
<td>15 ± 28%</td>
<td>49 ± 12%</td>
<td>57 ± 15%</td>
<td>56 ± 13%</td>
</tr>
<tr>
<td>CFix</td>
<td>–</td>
<td>43 ± 12%</td>
<td>42 ± 10%</td>
<td>53 ± 16%</td>
<td>46 ± 18%</td>
<td></td>
</tr>
<tr>
<td>CFLux</td>
<td>12 ± 5%</td>
<td>11 ± 4%</td>
<td>–</td>
<td>6 ± 6%</td>
<td>50 ± 15%</td>
<td>54 ± 12%</td>
</tr>
<tr>
<td>EC-LUE</td>
<td>9 ± 4%</td>
<td>10 ± 3%</td>
<td>52 ± 12%</td>
<td>–</td>
<td>65 ± 11%</td>
<td>58 ± 11%</td>
</tr>
<tr>
<td>MODIS</td>
<td>16 ± 9%</td>
<td>15 ± 7%</td>
<td>18 ± 9%</td>
<td>19 ± 9%</td>
<td>–</td>
<td>61 ± 12%</td>
</tr>
<tr>
<td>VPRM/VPM</td>
<td>16 ± 10%</td>
<td>12 ± 3%</td>
<td>13 ± 9%</td>
<td>22 ± 14%</td>
<td>17 ± 10%</td>
<td>–</td>
</tr>
</tbody>
</table>

* VPM and VPRM models use the same water stress equation. The values above the matrix diagonal are inconsistent percentages of identifying low, normal and high water stress conditions between two models, while the values below the matrix diagonal indicate inconsistent percentages of identifying low and high water stress conditions (please see Section 2).
satellite data would induce inaccuracies in GPP simulations; and (3) current water downward regulation equations do not characterize the impact of water stress on GPP.

4.2. Capacity to reproduce GPP in cloudy days

Model performance depends strongly on model algorithms, and the major processes and the response of GPP to changing environmental conditions. In this study the LUE models did not seem to adequately capture the environmental regulation on vegetation production. Most LUE models only parameterize the impacts of temperature and water while only a few consider the impacts of stand age and CO₂ fertilization on vegetation production, despite the fact that previous studies have shown significant regulation of production from those factors (White et al., 1999; DeLucia and Thomas, 2000; Law et al., 2001). Our results suggest that most
models underestimated the GPP on cloudy days, likely because they do not parameterize the impacts of diffuse radiation on vegetation photosynthesis.

Previous studies have found that increased fraction of diffuse radiation during cloudy days enhanced plant photosynthesis (Law et al., 2002; Gu et al., 2002; Urban et al., 2007; Ault et al., 2007; Kasturi et al., 2012). Gu et al. (2003) reported increases in diffuse radiation caused by volcanic aerosols enhanced midday photosynthesis of a deciduous forest by 23% in 1992 and 8% in 1993. This finding contributed to the temporary increase of terrestrial ecosystems carbon sink after the eruption of Mount Pinatubo (15.1° N, 121.4° E) (Ciais et al., 1995; Bousquet et al., 2000; Battle et al., 2000). Besides volcanic eruptions, clouds also reduce the global solar radiation while increasing the relative proportion of diffuse radiation at the Earth surface.

It appears that an increased fraction of diffuse radiation can be the cause of changes in many atmospheric factors such as temperature, moisture, and latent heat. These variables have direct or indirect influences on terrestrial ecosystem carbon dynamics (Gu et al., 1999). However, several other direct impacts of diffuse radiation have been found: (1) an increase of the red/green ratio may lead to higher photosynthesis rates per unit area with increasing fraction of diffuse radiation (Gu et al., 2002; Ault et al., 2007); (2) diffuse radiation penetrates to lower depths of the canopy more efficiently than direct radiation and therefore increasing the potential leaf area available for photosynthesis (Matsuda et al., 2004).

Among the seven LUE models, the CFlux is the only model that integrates the impacts of diffuse radiation on plant photosynthesis (Turner et al., 2006). The CFlux model assumes a maximum potential LUE for fully cloudy conditions and minimum values for clear days. It further includes a linear increased trend in potential LUE with larger cloud cover (Turner et al., 2006). Results of this study showed that the simple linear equation can effectively represent the impacts of diffuse radiation. He et al. (2013) developed a two-leaf LUE model based on the MOD17 algorithm, which separates the canopy into sunlit and shaded leaf groups and calculates GPP separately for them with different maximum LUEs. Although the newly developed model shows lower sensitivity to sky conditions than the MOD17 algorithm, it needs to be validated across different water geographical regions and ecosystem types. In sum, it is clear that explicitly parameterizing the effect of diffuse radiation for GPP estimation in the future is needed in order to adequately assess the role of the terrestrial ecosystems in the global carbon cycle.

4.3. Impacts of fPAR on model performance

The LUE-type model is predominantly applied in satellite-based models, where the fraction of solar radiation intercepted by terrestrial vegetation (fPAR) is calculated from remote sensing data. Any errors in satellite data will propagate into GPP estimations. A recent study revealed large uncertainties in the fraction in the input data of solar radiation intercepted by vegetation, which would subsequently produce the highest uncertainty in annual GPP compared with meteorology inputs (Sjöström et al., 2013).

Vegetation indices are closely related to vegetation growth conditions and have been widely used in LUE models for calculating fPAR. Although EVI and NDVI are complementary vegetation indices (Huete et al., 2002), there was a remarkable difference between EVI and NDVI seasonal patterns at seasonally moist tropical forest and temperate forests (Xiao et al., 2004a,b). Xiao et al. (2004a) compared the correlations between two vegetation indices (EVI, NDVI) and GPP at an evergreen needleleaf forest, and found the seasonal dynamics of EVI followed those of GPP better than NDVI in terms of phase and amplitude of GPP. In contrast, NDVI was also found to be the best index to indicate fPAR in subalpine grassland (Rossini et al., 2012). In our study, no significant differences in the correlation of fPAR and GPP were found among LUE models (data not shown).

Rouny et al. (1994) underscored the fact that the linear relationship between fPAR and NDVI is an approximation, and it is only valid during the growing stage. A significant decrease in the sensitivity of NDVI was observed when fPAR exceeds 0.7 (Walter-Shea et al., 1997; Viña and Gitselov, 2005). The non-linear relation between NDVI and fPAR reported in several studies has a physical basis as described in Myneni et al. (1995) and Knayzikhin et al. (1998). Therefore one of the main problems of the remote assessment of GPP based on remote sensing data is caused by the uncertainty of the NDVI/fPAR relationship, which is normally assumed to be linear (Running et al., 2004).

MODIS fPAR product was used as input within several of the LUE models (i.e., MODIS-GPP and CFlux). However, it is possible that some contamination remains, particularly at high latitudes in which low solar angles, persistent cloud cover, and extended periods of darkness can affect reflectance readings from the optical MODIS sensor (Myneni et al., 2002). This signal contamination could affect GPP in undetermined ways. Moreover, a previous study found consistent overestimation of GPP in the spring over North America, and which suggests that there is a problem with early season estimation of fPAR (Heinsch et al., 2006). Another study found MODIS fPAR was in general higher than the in situ calculated fPAR of dry periods at center Africa grassland, and failed to capture the green-up (Sjöström et al., 2013).

4.4. Impacts of water stress on model performance

Differences in model structure have been considered as the most important sources of variation among models simulations. In this study, we conducted two pairwise comparisons, and found different parameterizations of water stress dominated the sources of model differences. Defining a function used by remote sensing to capture the constraint of moisture availability on plant photosynthesis has already been a challenge for many years. The effects of water availability on GPP have been estimated in different ways in various LUE models, including as a function of soil moisture, evaporative fraction and atmospheric vapor pressure deficit (Field et al., 1995; Prince and Goward, 1995). As one example, in the EC-LUE model, water stress is estimated using the ratio of actual evapotranspiration to net shortwave radiation since decreasing amounts of energy partitioned to evaporate water suggests a stronger moisture limitation (Kurc and Small, 2004; Zhang et al., 2004; Suleiman and Crago, 2004; Chen et al., 2014). Other models, such as the VPM and VPRM, use a satellite-derived water index (Land Surface Water Index) to estimate the seasonal dynamics of water stress (Xiao et al., 2004a).

It remains difficult to characterize water available for plants and its effect on photosynthesis over large areas from either modeling or remote sensing and this limits the accuracy of any spatial GPP model. All water-related variables used in LUE models have several advantages/disadvantages in terms of representing the constraint of water availability, whilst being practical to implement. Previous studies indicated vapor pressure deficit is not a good indicator of the spatial heterogeneity of soil moisture conditions across the landscape (e.g., slope versus valley) and it is not likely to be linearly related to soil water availability for which it is often used as a proxy (Yuan et al., 2007a). Moreover, the evaporative fraction needs an ET model for simulating ecosystem evapotranspiration which will further reduce the LUE model performance (Mu et al., 2013). For satellite-derived water index (e.g., Land Surface Water Index), a previous study reported different sensitivity to soil and vegetation liquid water content, and especially its performance is weak in the high rainfall regions (Chandrasekar et al., 2010).
On the other hand, LUE models highlight the practicality of estimating GPP, and models excluded many physiological processes in the model algorithms. It has been suggested that plants have evolved comprehensive adaptive mechanisms for maintaining high photosynthesis even during the dry periods. For example, large areas of savannas are able to access the soil moisture to persist through the dry season despite extremely low soil moisture contents which means that atmospheric and surface moisture deficit may be decoupled from photosynthesis (Yuan et al., 2007b; Berlinger et al., 2011). Numerous studies have revealed climate induced physiological responses are greater than the direct effect of climatic variability on the carbon cycle (Braszell et al., 1997; Hui et al., 2003; Richardson et al., 2007; Yuan et al., 2009). For example, at seasonally moist tropical evergreen forests, plants reproduce deep root system for access to water in deep soils and are able to mitigate water stress (Nepstad et al., 1994). Therefore, information on plant physiological adaptive mechanisms is critically needed for GPP models in order to accurately simulate the impacts of water stress.

5. Summary

We evaluated seven satellite-driven light use efficiency models against 15 eddy covariance sites globally covering major ecosystem types. All seven models showed the best model performance at deciduous broadleaf forests and mixed forests, intermediate performance at grasslands and evergreen needleleaf forests, and the worst at evergreen broadleaf forests and shrublands. Spatially, the CFlux and EC-LUE showed higher correlations between site-averaged GPP derived from eddy covariance towers and simulated GPP, and showed a better performance to simulate interannual variability of GPP than other models. The fPAR, temperature and water stress differences equated greatly among the seven LUE models. Water stress algorithms generated the largest variation between models compared to temperature factors. This study suggests that there is a need to integrate more detailed ecophysiological knowledge, especially considering the impacts of diffuse radiation on light use efficiency, and develop reliable water limitation equations in order to improve the abilities of LUE models.
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