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* Hyperscale data centres will almost double in numberto &S
628 in 2021 compare to 2016 figures.

* The volume of traffic and scale of the environment
brings challenges for management of the Data Centre
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Software Defined Networking (SDN) can be applied.

Fig. 1: DCN — Physical Topology
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Minutes and seconds from start of OpenFlow message capture log

Current Research Challenge Plan for Remainder of PhD
* How do we facilitate an operator of an SDN-controlled DCN * The work above is complete except for having
who wants to query and analyse the past state of the network? our paper accepted for publication.
* Querying System Architecture shown in Fig. 4.  The current work (described to left) is the basis
* Currently investigating temporal query languages. for the set of tasks to be achieved over the next
6-8 months.
* This will be followed by the thesis write up and
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Query System Architecture * More work and papers may follow, as we follow
some other avenues of research uncovered
during our investigations to date
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and complex). * Query Engine. last month?” — Q4 ‘19
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