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Point Processes  
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- Fine tune TCN for event prediction 

- Investigate Differential Neural networks for event prediction to leverage 

ODEs properties and solvers  

Created at UTRC-I - Contains US and EU Technical Data, ECCN:NLR (EU), EAR99(US 

Event sequence data are time-stamped categorical data collected 

over time at no particular frequency. 

Phase LSTM [3] Time LSTM [2] 

Event prediction [1] Time prediction[1] 

TCNs architecture for event prediction 

SOA in sequence modelling 

Outperform RNNs 

Exhibit longer memory  

Training and evaluation faster 

(parallelism ) 

Has stables gradients   

 Not used for event prediction tasks  

RNN and point process combination is SOA in event prediction 

Temporal Convolutional Neural Networks (TCNs) [5] 

Results 

Neural ordinary Differential Equations [4] 

 TCNs improves event prediction compared with RNN SOA approach 

 Time prediction also improves but still error is high compared with baselines 

 Lower convolutional layers learn low frequency patterns and higher layers 

high frequency patterns  

 Modelling time explicitly as an input  

(time interval)  

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=2ahUKEwi_gJ2a-rTaAhVQuFMKHcKwC5QQjRx6BAgAEAU&url=http://slideplayer.com/slide/9720568/&psig=AOvVaw0oM9vv0hye7HH6XmBebxTM&ust=1523629850630312

